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A version of this proof was provided by Ichiro Obara.

Definition 0.1. We say that the observations satisfy the Generalized Azxiom of Revealed Preference
(GARP) if for every ordered subset {i,j,k,...r} C N:

DiT; < pi-x;

Dj- Tk S Py

Pr-Zi < Drc Ty
it must be true that each inequality 1s, in fact, an equality

Consider a finite data set D = {(p,2') € RZ, x RE ¢t =1,...,T}. This note proves the following

proposition, which is skipped in the class.

Theorem 0.2. Suppose that a finite data set D satisfies GARP. Then there exists \' > 0,U, t=1,....T
such that
U <U + XNp'- (27 —2') foralli,je{l,...,T}

Denote by M7T the set of T' x T matrices where all diagonal elements are 0. We say that A € M7T
satisfies GA if the following condition is satisfied.

N
(GA) For any {at(n)t(n+1)}n:1
if at(n)t(n+1) S Oforn=1...N —1
then At(N)E(1) >0

where ay n+1 = an 1. Note that the 7' x T matrix where ij entry is given by a;; = p* - (27 — z*) satisfies
GA if D satisfies GARP.

First we show that GA is equivalent to the following condition.

X N
(GA™) For any {at(n)t(n+1)}n:1
if at(n)t(n+1) S Oforn=1...N
then a;(nynyry =0forn=1... N

Lemma 0.3. GA and GA* are equivalent.
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Proof. Suppose that GA is satisfied. If a;@)¢ny1) < 0 for all n, then any ayn)in+1) can be regarded as
the tail of a cycle (the one starting at at(n+1)t(n+2)) in GA. So ay(n)i(n+1) = 0, hence ayn)in+1) = 0 for all
n

Conversely, suppose that GA™ is satisfied. If aypnyn1y < 0 forn = 1... N — 1, then aynyq) < 0

cannot be the case because then GA™ implies ay(n)(1) = 0, a contradiction. Hence a;nye 1) > 0 [

Now we prove the above proposition.

Proof. of Theorem (0.2).

The proof is based on induction. We show that we can find such \* > 0,U*,t = 1,...,T for every
A € M7 that satisfies GA* if we can find them for every A € MT~! that satisfies GA*. since this is
trivially true for 7" = 1 this proves that the same property holds for every T'. We start with the following

lemma.
Lemma 0.4. Suppose that A € M7T satisfies GA*. Then there exists t* such that apy > 0 fort =1,...,T
Proof. Suppose not. Then we can construct a cycle {at(n)t(nﬂ), n=1,... ,N} such that g)¢mns1) < 0

for all n. This contradicts GA*. Suppose that A € M7 satisfies GA and, without loss of generality,
assume that apy > 0 for all ¢. Now define (T'— 1) x (T — 1) matrix A’ as follows.

o _{ Qi ifaTj>O

! min {a;;, a;r} if ap; =0

L =ua; =0),s0 A € MT71 If not, then a}, = a;p < 0. But
a;7 < 0 and ap; = 0 violates GA™ ). O

(Note that any diagonal element is zero (a;

Lemma 0.5. If A € M7 satisfies GA*, then A’ € MT~! satisfies GA*.

npy =1, N} such that a;(n)t(nﬂ) < 0 for

all n such that at least one inequality is strict. If every aj; is a;; in this cycle, then this contradicts

Proof. Suppose not. Then we can find a cycle {ag(n) n

the assumption that A satisfies GA *. So suppose that there exists aj; within this cycle such that
a;; = a;p < 0 and ar; = 0. Then we can replace a;; with a;r and ar; in the original cycle. In this way,

we can eliminate such a}; and guarantee that each element of this cycle is from A. Thus again we reach

a contradiction. Hence A" must satisfy GA* O
Now we can complete the proof. By the inductive assumption, there exists A > 0,U%, ¢t =1,...,T—1
such that

U/ < U+ Najj forall i, € {1,..., T — 1}

/

By definition of a;;, we have

Ul < U+ Naj for all 4,5 € {1,...,T — 1}
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Define UT and AT > 0 as follows.

j_ 7T
)\T:max{l, max {u}}
Jiar;#0 arg

Ul < U+ Nap for all 4
U? < U" + Xag; for all j

We are done if we can show

The first inequalities are satisfied by definition. As for the second inequality, it follows from the definition

for any 7 when ar; > 0. If ar; = 0, then
UjSUi+)\ia;j:Ui+>\iaiT for any i € {1,...,7 — 1}

by definition of a};. Hence we get

ie{l,..,.T—-1}
=yuT
== UT + )\T(IT]

This proves that we can find such \* > 0,U%,t = 1,...,T for every A € M7 that satisfies GA*. since
GA™ is equivalent to GA by the lemma and GA is satisfied when D satisfies GARP, the proposition is
proved. O



